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Abstract

Pereira, Raphael de Aquino Ludwig; Zilberman, Eduardo (Advi-
sor); Medeiros, Marcelo Cunha (Co-Advisor).On the Missing Di-
sinflation Puzzle: A Data-Driven Approach. Rio de Janeiro,
2021. 65p. Dissertação de mestrado – Departamento de Economia,
Pontifícia Universidade Católica do Rio de Janeiro.

This paper examines the potential explanations for the Missing Di-
sinflation Puzzle (MDP). We construct a data set containing only variables
associated with the puzzle, and use of Machine Learning (ML) methods to
compute estimates for U.S. Consumer Price Index inflation over the period
of interest. These methods can handle large data sets, and perform varia-
ble selection. A model selection exercise using Model Confidence Set over
pseudo-out-of-sample forecasts is proposed to assess forecasting performance
and to analyze the variable selection pattern of these models. We analyze
the variable selection performed by the best models and find evidence for
explanations associated with different metrics for inflation expectations - in
particular those linked to consumers’ surveys.

Keywords
Inflation; Machine Learning; Forecast Evaluation; Model Confi-

dence Set; Variable Selection;
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Resumo

Pereira, Raphael de Aquino Ludwig; Zilberman, Eduardo; Medei-
ros, Marcelo Cunha. Sobre o Missing Disinflation Puzzle:
Uma Abordagem com Aprendizado de Máquina. Rio de
Janeiro, 2021. 65p. Dissertação de Mestrado – Departamento de
Economia, Pontifícia Universidade Católica do Rio de Janeiro.

O presente trabalho investiga as potenciais explicações para o fenômeno
do Missing Disinflation Puzzle. Nós montamos uma base de dados contendo
apenas variáveis associadas com o fenômeno, e utilizamos métodos de
Machine Learning para calcular estimativas para a inflação do Consumer
Price Index durante o período de interesse. Esses métodos podem lidar com
bases de dados extensas, e realizar seleção de variáveis. Um exercício de
seleção de melhores modelos utilizando a técnica de Model Confidence Set
sobre previsões pseudo out-of-sample é proposto. Nós analisamos o padrão
de seleção de variáveis entre os melhores modelos selecionados e encontramos
evidência a favor das explicações associadas ao uso de diferentes métricas
de expectativas de inflação - em especial aquelas ligadas a pesquisas feitas
com consumidores.

Palavras-chave
Inflação; Machine Learning; Avaliação de Previsão; Model Confi-

dence Set; Seleção de Variáveis;
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1
Introduction

1.1
Missing Disinflation Puzzle

The Great Recession was one of the most severe financial crisis in the
modern era. The period was marked by a general and sharp contraction
in economic activity across the world. Inflation behaviour, however, was
quite puzzling during this time. According to simple linear models, - as
explored in Coibion and Gorodnichenko (2015) - prices should have fallen
much more than what actually happened. In reality, inflation was relatively
stable. Advanced economies, for example, experienced little decline in inflation
during the recession and subsequent years. Many authors, like Hall (2011) and
Powell (2019), started calling into question one of the fundamental tenets of
macroeconomic theory: the Phillips curve linking the rate of change in prices
to the level of economic activity. There was understandably an inability of this
framework to explain what soon was called the Missing Disinflation Puzzle
(MDP). The central message was relatively clear: the prices’ dynamics were
not behaving as expected.

To illustrate this phenomenon, we reproduce the exercise made in Coibion
and Gorodnichenko (2015). Figure 1.1 illustrates it. We present a scatter plot of
quarterly unemployment rates and the deviations of the Consumer Price Index
(CPI) inflation from expected inflation. Here, expected inflation is represented
as backward-looking expectations in the form of the average of the last 4
observations before time t. The solid line represents the slope of the average
relationship between unemployment and inflation surprises over 1960 Q1 until
2007 Q3.

It is notable that there is a disproportionate amount of observations in
the far upper-right part of the graph after 2009. For the authors, this period
from the second quarter of 2009 until the end of 2011 represents the MDP, a
period in which inflation was well above what might have been expected given
the severity of the economic downturn. As shown in the study, this result is
robust for different metrics of economic activity and inflation expectations.
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Figure 1.1: CPI Inflation and U.S. Unemployment

Economists have suggested a number of possible explanations for the
missing disinflation. For example, Bernanke (2010) argue that the credibility
of modern central banks has convinced people that neither high inflation
nor deflation are likely outcomes (anchored expectations hypothesis). Gordon
(2013), in its turn, argue that the "triangle model", which incorporates explicit
variables for supply shocks, can successfully track inflation behavior during
this period.

Others studies, like the aforementioned Coibion and Gorodnichenko
(2015) and Binder (2015), focus on the role of different kinds of survey
expectations. Additionally, works in the tradition of Llaudes (2005) and Stock
and Watson (2010) highlight the importance of different economic activity
variables. Lastly, Del Negro et al. (2015) and Gilchrist et al. (2017) shed light
on the role of financial frictions in explaining the missing disinflation.

In short, there is a vast group of possible explanations for the MDP,
which sometimes go in different directions. Understanding price dynamics is
an important goal for economists, therefore being able to disentangle these
possible explanations is key for future analysis of inflation.

1.2
Contribution

We find evidence that inflation expectations associated to households -
along with a lagged inflation component and the FED inflation projections -
are key to predict inflation during the desired period of time. This result is in
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Chapter 1. Introduction 12

line with the conclusions of Coibion and Gorodnichenko (2015), Binder (2017)
and Binder (2015).

We construct a data set focused exclusively on variables used in the
investigation of the puzzle and exploring it. Our main goal is to disentangle
the puzzle and generate evidence for potential explanations explored by
different authors. We do that by using several Machine Learning methods
in a completely data-driven way.

1.3
Organization

In Section 2, we describe the construction of the data set used in details
and review the literature. Section 3 presents the general framework and the
methodology used in this work. We also describe the models utilized and
the forecasting scheme. In Section 4, we present our empirical results, with
forecasts evaluation and the analysis of selected variables’ pattern. Section 5
concludes the study.

DBD
PUC-Rio - Certificação Digital Nº 1912142/CA



2
Data

2.1
Data Description

Our target variable is the U.S. Consumer Price Index inflation (CPI
inflation) in quarter-over-quarter format without any transformation. The
majority of articles use this metric as default in the Missing Disinflation Puzzle
(MDP) investigation. Our data set covers the period 1986 Q3-2011 Q4 (102
observations) and it is in quarterly frequency. The values of monthly series are
averaged over the quarter.

The data set of regressors presented in this article consists only of
variables used across the literature in the investigation of the MDP. It is split
into 4 different groups: Inflation (7 variables), Expectations (44 variables),
Economic Activity (23 variables), and Economic Shocks and Financial
Variables (19 variables). After missing data removal, we remain with 93
variables.

We apply augmented Dickey-Fuller tests to check each series’ stationarity
in each possible window utilized in the expanding window procedure (Section
3.1) and transform them when necessary. Some explanatory variables also
appear in the database described in McCracken and Ng (2016). When possible,
we perform the same transformations realized in the aforementioned article.

Appendix A summarizes all information regarding the data set, e.g.
transformations performed, time frequency and period covered.

2.2
Database Construction

In this section, we go further into details on the reasons behind the choice
for each regressor. The main idea here is that the data set must consist only
of variables explicitly used in articles which tackle the MDP in some way. We
also gather the variables used for robustness checks in these studies.

This section is divided in 4 subsections, each one of them covering a
specific variables’ group.

DBD
PUC-Rio - Certificação Digital Nº 1912142/CA
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2.2.1
Inflation

As mentioned before, our target variable is the U.S. CPI inflation which
is the same response variable employed in key articles - for example Coibion
and Gorodnichenko (2015), Blanchard et al. (2015), and Ball and Mazumder
(2011).

We also include in the data set Personal Consumption Expenditures
(PCE) - and wage inflation measures explored by the literature. We utilize
them as explanatory variables in our models’ specifications. Gordon (2013) and
Van Zandweghe (2019), e.g., use PCE inflation and its lags in their Phillips
curve (PC) models. Coibion and Gorodnichenko (2015) and Binder (2015) also
employ this metric in robustness checks for their results.

For wage inflation, we make use of the quarterly change rate in average
hourly earnings of manufacturing and construction workers, compensation per
hour in the nonfarm business sector, and average hourly earnings of the goods-
producing sector. The first three are utilized in Coibion and Gorodnichenko
(2015) to generate evidence for the nonexistence of a missing wage disinflation
puzzle during the Great Recession. The latter appeared in Heise et al. (2020) as
the authors examined puzzling inflation dynamics during and after the Great
Recession. These earnings metrics are also explored in Donayre and Panovska
(2018).

We estimate a permanent component for the CPI inflation with an
Unobserved Components-Stochastic Volatility (UC-SV) model following Stock
and Watson (2010) and Medeiros et al. (2019). Ball and Mazumder (2011)
and Ball and Mazumder (2014) both highlight the explanatory power of this
metric.

Moreover, Stock and Watson (2010) points out that this estimated
permanent component of inflation move together very closely with the median
5-year ahead inflation reported in the Survey of Professional Forecasters (SPF)
since 2007. They suggest that this metric can also be thought as a measure of
long-term inflation expectation, which has been quite stable during the period
studied in this article.

Bernanke (2010) emphasizes the role of this stability of longer-term
inflation expectations in keeping inflation stable. Del Negro et al. (2015)
provide formal support for this view. The authors include data on long-
run inflation expectations as an observable variable in the estimation of a
Dynamich Stochastic General Equilibrium (DSGE) model. They show that a
standard DSGE model with financial frictions successfully predicts a sharp
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contraction in economic activity along with a protracted but relatively modest
decline in inflation. In this article, however, we employ the estimated inflation’s
permanent component as an inflation - and not expectation - metric. That
said, we can also think of it as a proxy for the SPF 5-year ahead inflation
expectations.

Even though many articles entangled with the MDP utilize core inflation
measures as the response variable, in this article we decided to use it as an
economic shock component (further details in Subsection 2.2.4).

2.2.2
Expectations

Coibion and Gorodnichenko (2015) suggest that the missing disinflation
during the Great Recession can be explained by the rise of 1 year ahead
households’ inflation expectations computed by the University of Michigan
Survey of Consumers. The authors also argue that this variable serves as a
better proxy for firms’ inflation expectations than professionals’ expectations
1. This is important, because firms’ expectations are the relevant metric for
inflation expectations in traditional New-Keynesian (NK) models (see Gali and
Gertler (1999)).

Binder (2015) and Binder (2017) further investigate this idea by per-
forming the same regressions of the latter study with slightly different metrics
for households’ inflation expectations. The first article explores the different
subgroups within the Survey of Consumers. The latter introduces a micro-
level measure of consumer inflation uncertainty based on behavioral psychol-
ogy literature on cognition and communication. With this measure, the author
estimates expectations of less- and high-uncertain consumers.

Fuhrer et al. (2012) find that US inflation from 1990 to 2010 is well
described by expectations-augmented PC models that explores the 1 year
ahead median SPF inflation expectation. McLeay and Tenreyro (2019) in
turn discusses the optimal identification of the PC using US data, focusing on
different time periods and exploring the MDP. When estimating an empirical
PC, the authors test different specifications. The majority of them utilize SPF
inflation expectations or the combination of SPF inflation expectations and
lags of inflation.

Ball and Mazumder (2014) perceive the SPF-based expectations as a
proxy for anchored inflation expectations and use it in their models. Coibion

1For a great study about characteristics of firm-expectations using survey-based data,
see Coibion et al. (2018b)
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and Gorodnichenko (2015), on the other hand, show that this metric cannot
account for the MDP2.

The majority of the articles revised, however, employ some metric of
backward-looking expectations, i.e., expected inflation being determined by
past inflation. This metric typically appears as a function of inflation lags
among the regressors. Gordon (2013), e. g., try to capture an inertia component
of inflation by adding one lag of it in their models.

Following the tradition of Atkeson and Ohanian (2001), Ball and
Mazumder (2011) assume that expected inflation is the average of inflation
in the past 4 quarters:

πBL
t = 1

4 (πt−1 + πt−2 + πt−3 + πt−4)

where π is inflation in quarterly frequency.

Other works combine different forms of expectations in their models.
Doser et al. (2018), among others, utilize a combination of 5 lags of inflation
and forward-looking 1 year ahead SPF survey-based inflation expectations.

Lastly, Coibion and Gorodnichenko (2015) use two different survey-based
metrics for robustness exercises: Philadelphia FED’s GreenBook Data Set CPI
inflation expectations, and 1-year ahead Cleveland FED’s financial markets
inflation expectations calculated as in Haubrich et al. (2012).

We get the median and mean inflation expectation for the Survey of
Consumers’ expectations. For the SPF and the GreenBook surveys, the median
1-year, 1-quarter, 2-quarters, and 3-quarters ahead are selected. Lastly, the
metrics developed by Binder (2015), and the 1-year ahead inflation expectation
calculated by the Cleveland FED are also included.

2.2.3
Activity

As a measure of economic slack, researchers historically used the unem-
ployment rate or the unemployment gap, i.e., the distance between the current
unemployment rate and the estimated natural unemployment rate, to cover the
cyclical component of the relationship between inflation and economic activity.
Other standard metrics explored in the economic literature are the real GDP
and its gap, i. e., the distance between real GDP and the potential output.

2For an extensive review of all forms of survey-based inflation expectations computed
in the US, and their role in key papers and as policy tool, see Coibion et al. (2018a) and
Coibion et al. (2020)
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All these measures appear across a wide range of articles studied for
this work (Blanchard et al. (2015), Donayre and Panovska (2018), Ball and
Mazumder (2011) to cite a few). Llaudes (2005), however, had already shed
light on important distinctions in the dynamics of Phillips curve models with
short- and long-term unemployment rates (27+ weeks unemployed)3.

Since one of the most unique aspects of the US labor market during and
after the Great Recession was persistent long run unemployment, many authors
perceive in this distinction a potential solution for the MDP. Consequently, it
had an impact on the literature with articles like Ball and Mazumder (2014),
Coibion and Gorodnichenko (2015) and Gordon (2013) utilizing short-term
unemployment and the short-term unemployment gap as the activity variable
in their models.

Real GDP, unemployment rate (full, short-term and long-term) and their
gap measures are all mapped into the data set. All natural rates and potential
output measures are retrieved from the Congressional Budget Office (CBO).

Furthermore, some authors suggest possible transformations using these
variables. Stock and Watson (2010) propose the unemployment recession gap
(also explored in Ball and Mazumder (2011) and Ball and Mazumder (2014)):
uRGt = ut −min(ut, ..., ut−11), where u is the unemployment rate. The authors
also utilize the four quarter change in unemployment, (ut − ut−4), and other
metrics like total capacity utilization, real GDP, and the Chicago Fed National
Activity Index - all of them also subject to the recession gap transformation.

Laurence Ball and Sandeep Mazumder, in turn, investigate in their
sequence of articles some other transformations, like the full unemployment
gap relative to the level of unemployment (introduced in Debelle and Laxton
(1997)) and the unemployment gap averaged over the previous 4 quarters.

In the NK tradition, one can use microfounded models to derive a
relationship between inflation and marginal costs. Gali and Gertler (1999),
e. g., argue that the real unit labor cost, commonly measured by labor share
of income, is the superior forcing variable because of strong contemporaneous
correlation with inflation. Doser et al. (2018) follows this path. The authors
estimate their models mainly with the full unemployment gap, but also report
estimates utilizing the labor share of income.

Van Zandweghe (2019) expand on Del Negro et al. (2015) NK model.
In addition to a different way to model firms’ behaviour, the authors model
marginal costs as the log deviation of real unit labor costs from a linear

3See Krueger et al. (2014) for a deep study on the profile of each kind of unemployed
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trend plus intercept (instead of simply using real unit labor costs without
any transformation).

All the aforementioned measures are contemplated in the database. We
retrieve the labor share of income from the U.S. Bureau of Labor Statistics
(BLS) and the real unit labor costs from the U.S. Bureau of Economic Analysis
(BEA).

2.2.4
Economic Shocks and Financial Variables

Many studies highlight the importance of supply shocks to explain the
MDP phenomena. Gordon (2013), e.g., uses the triangle model approach for the
Phillips curve - a Phillips curve which depends on 3 elements: inertia, demand
and supply shocks - to model the missing disinflation. In their framework,
three metrics for shocks appear explicitly in the PC equation: relative price of
non-food non-oil imports (defined as the rate of change of the non-food non-oil
import minus the rate of change of CPI inflation); change in productivity trend
(a Hodrick-Prescott filter trend in labor productivity minus the value of that
trend eight quarters earlier); and the relative price food-energy price (defined
as the difference between CPI inflation and CPI core).

The subtraction of core inflation metrics from the headline CPI inflation
(introduced by Ball and Mankiw (1995)) is a shock measure repeatedly used
in this literature. Stock and Watson (2010) and Coibion and Gorodnichenko
(2015) underscore the importance of core inflation metrics to filter supply
shocks. Ball and Mazumder (2011) and Ball and Mazumder (2014) point
out that, instead of core inflation, the median CPI inflation calculated by
Cleveland’s FED should be used to expurgate supply shocks.

In addition to aforementioned variables, Blanchard et al. (2015) append
the import price inflation relative to headline inflation to their models.

Coibion and Gorodnichenko (2015) also call attention to the importance
of the link between temporary surge in oil prices, which reached its peak in
mid 2008, and inflation expectations. They argue that high energy prices (and
food prices to a lesser extent) raised short-term inflation expectations, putting
upward pressure on inflation that offset the downward pull from the activity
slack. Stock and Watson (2010) comments on the oil-price pass though too.
We get both real and nominal prices for the database.

McLeay and Tenreyro (2019) - in their investigations of the optimal
Phillips Curve identification and its possible flattening during the Great
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Recession - mention supply shocks as one possibility to recover the structural
PC. Change in oil prices and housing prices are mentioned by the authors.

Financial market stress surged during the Great Recession, raising bor-
rowing costs and curtailing access to credit for some firms. As a result, authors
who tried to solve the MDP exploring a NK framework added different kinds
of financial frictions in their models.

Christiano et al. (2015) show that elevate interest rate spreads during
the financial crisis put upward pressure on inflation through increased costs
via working capital channel, explaining the absence of some kind of disinflation.
Furthermore, Gilchrist et al. (2017) note that firms with ample liquidity
lowered prices in 2008, while those with limited liquidity raised prices to avoid
costly external finance.

Gilchrist and Zakrajsek (2012), in its turn, emphasize the predictive
power of corporate bond spreads for inflation and other macroeconomic
variables. Doser et al. (2018) test whether these measures of the state of
financial markets can explain the MDP.

By trying to cover these financial frictions channels in their VAR model,
Bobeica and Jarociński (2019) suggest some variables like the Gilchrist and
Zakrajsek (2012) excess bond premium and credit spread measures, medium-
and long term interest rate spread, and mortgage bank lending spreads. We
construct and gather all these shock metrics for the data set.

2.3
Database Specifications

Throughout this work we split the data set into 3 different subsets:

– Flexible: Contains all collected variables;

– Semi-Parsimonious: The Flexible data set excluding the subdivisions
of the University of Michigan households’ inflation expectations

– Parsimonious: The Semi-Parsimonious data set excluding SPF- and
GreenBook inflation expectations not in 1 year ahead format. Further-
more, we exclude from this subgroup some financial variables used in
Bobeica and Jarociński (2019), which do not have a explicit link with
the literature associated with the MDP.

We use the 3 different data sets in all exercises.
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3
Methodology

3.1
General Framework

We use the following framework developed in Medeiros et al. (2019):

yt+h = Gh(xt) + ut+h (3-1)
where yt+h is the response variable at time t + h; xt = (x1t, ..., xnt)′ is a

n-vector of covariates at time t, containing lags of yt and the set of predictors
and their lags following the different specifications of the database; Gh(·) is the
mapping between the regressors and future values of the response variable; and
ut is a zero-mean random error. The target function Gh(xt) assume different
mappings at each forecasting horizon h. These mappings, however, follow the
same chosen model type.

The direct forecasting equation is given by

ŷt+h|t = Ĝh,t−Rh+1:t (xt) (3-2)
where Ĝh,t−Rh+1:t is the estimated target function based on data from

time t − Rh + 1 up to t, and Rh is the window size. For each forecasting
horizon, we estimate a new model. Therefore, we don’t predict any covariate
and always use only information available at time t.

We use this framework to evaluate the 1 step ahead predictions of the
US CPI inflation across the Great Recession and following quarters, covering
the period of 2007 Q4 to 2011 Q4 (the same time period studied in Coibion
and Gorodnichenko (2015)). After each single prediction, we compute forecast
error metrics, update the database to the current quarter, and predict the next
step. Thereby, the data set is always up-to-date.

In order to access the predictive power of the models, we calculate
the squared- and the absolute error for each predictive step. In the end we
aggregate them, obtaining the root-mean-square error (RMSE) and the mean-
absolute error (MAE) for each run.

RMSE =
√∑T

t=1(yi − ŷi)2

T
(3-3)
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MAE =
∑T
t=1 yi − ŷi
T

(3-4)
We estimate each model using every one of the 3 data set’s configurations

(Flexible, Parsimonious, and Semi-Parsimonious) individually in 4 different
temporal specifications: yt = Gh(x{t−1}, β)+ut+h, yt = Gh(x{t−1,t−2}, β)+ut+h,
yt = Gh(x{t−1,t−2,t−3}, β) + ut+h, and yt = Gh(x{t−1,t−2,t−3,t−4}, β) + ut+h.
It’s particularly important to have these contrasting models’ designs, because
studied authors specify their models with different lags for the target and
independent variables.

The sample used for the forecasts are constructed in two different ways:
rolling window and expanding window. Assume that the database consists of
T observations. Define t0 < T as the last period used for estimating the model
and W as the window’s size. Expanding window procedure follows the below
steps:

– for t0 = 1, ..., T − 1

– Estimate the model using the 1, ..., t0 observations;
– Compute the one-step ahead forecast and update the database

Rolling window procedure, on the other hand, follow these other steps:

– for t0 = 1, ..., T − 1

– Estimate the model using the t0 −W + 1, ..., t0 observations;
– Compute the one-step ahead forecast and update the database

We represent both processes as scheme of Figure 3.1.

The main reason for using the rolling window procedure is that often
recent lags have a higher predictive power than older ones. Therefore, a model
that is applied on the whole series could belie several characteristics of the
whole series, because some variables might have significant changes on their
dynamics over longer periods of time. In this exercise, we use a window of
10 years. Nevertheless, we generally find better results with the expanding
window’s specifications.

In the end, the forecasts are estimated using 2 forecasting window
procedures with samples constructed using 3 different data sets’ organizations
in 4 different temporal arrangements. Additionally, all models always use 3
lags of the dependent variable.
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2004Q3 2005Q3 2006Q3 2007Q3 2008Q3 2009Q3 2010Q3 2011Q3

In-sample

Forecast

Out-of-sample

Rolling Window

2004Q3 2005Q3 2006Q3 2007Q3 2008Q3 2009Q3 2010Q3 2011Q3

In-sample

Forecast

Out-of-sample

Expanding Window

Figure 3.1: Forecasting Methods

3.2
Model Confidence Set

Following Hansen et al. (2011), we use the Model Confidence Set (MCS)
methodology to compare the models and select the best ones. Since we perform
multiple forecasting models’ comparisons, tests for equal predictive ability like
those by West and Cho (1995) would be the natural choice. This method,
however, require an estimate of a covariance matrix which is difficult to achieve
when the number of models is large.

The MCS procedure does not assume that a particular model is the true
model. A MCS is a set of models that is constructed such that it will contain
the best model with a given level of confidence (1 − α). As α decreases, the
set becomes larger. For large values of α, that set can consist of one model
only. This method is specially useful here, because we do not have a definitive
benchmark to beat.

Formally, a MCS is constructed from a collection of competing objects,
M0, and a criterion for evaluating these objects empirically. The MCS proce-
dure is based on an equivalence test, δM, and an elimination rule, eM. The
equivalence test is applied to the set of objects M = M0. If δM is rejected,
there is evidence that the models inM are not equally ‘good’ and eM is used
to eliminate an object with poor sample performance fromM. This procedure
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is repeated until δM is ‘accepted’, and the MCS is now defined by the set of
‘surviving’ models.

As in Hansen et al. (2011), we use the squared errors of bootstrapped
samples as sample losses to create the test statistic:

Tmax,M = max
i∈M

ti (3-5)

where ti is ti = d̄i√
v̂ar(d̄i)

and d̄i is the sample loss of the ith model relative

to the average across models inM.

The test statistic Tmax,M is then used to test the null hypothesis that the
expected value of the relative sample loss between models ith and jth, and
the expected value of the sample loss of the ith model relative to the average
across models inM are 0 ∀i, j,∈M.

Thereby, for this test statistic the natural elimination rule is emax,M ≡
arg maxi∈M ti.

For the implementation, we follow the algorithm from Vasconcelos (2018).
The confidence set algorithm estimates p-values for all models using boot-
strapped samples and uses α to select which models are inside the set. The
models are removed from the set interactively, thus creating a ranking. We
exclude models until the null hypothesis is not rejected.

3.3
Models

3.3.1
Autoregressive Models

We split the autoregressive models into 3 groups: (a) AR(1), (b) best
ARMA(p,q), and (c) best ARIMA(p,d,q). The group (a) procedure consists
of using a simple AR(1) model each window to forecast the next step. As for
group (b), each window we estimate an ARMA model following the equation
(3-6), where p ∈ {0, 1, 2, 3, 4, 5}, q ∈ {0, 1, 2, 3, 4, 5} and d = 0. We then select
the best model using the Bayesian Information Criteria (BIC). The group (c)
uses the same strategy as group (b), but with d ∈ {1, 2}.(

1−
p∑
i=1

ϕiL
i

)
(1− L)dXt =

(
1 +

q∑
i=1

θiL
i

)
εt (3-6)
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3.3.2
UC-SV

The Unobserved Components-Stochastic Volatility (UC-SV) model was
first introduced by Stock and Watson (2010). It was typically used as a way to
model inflation in the US. Here we follow Medeiros et al. (2019) methodology.
The UC-SV model is described by the following equations:

πt = τt + eht/2εt

τt = τt−1 + ut

ht = ht−1 + vt

(3-7)

where {εt} is a sequence of independent and normally distributed random
variables with zero mean and unit variance, {εt} ∼ N (0, 1). ut and vt are also
normally distributed with zero mean and variance given by inverse-gamma
priors. In this case, τ ∼ N (0, Vτ ) and h ∼ N (0, Vh), where Vτ = Vh = 0.12.
The h-steps-ahead is computed as π̂t+h = τ̂t|t.1

3.3.3
Shrinkage Models

The basic idea behind shrinkage models is to penalize the size of parame-
ter estimates in order to shrink those associated to irrelevant variables towards
zero. Thereby, these methods are a well-established alternative to deal with a
high-dimensional environment and data sets whose number of regressors is
larger than the number of observations.

Generally, these models are estimated by solving the following problem:

β(λ1, λ2) =
{

arg min
β
‖y−Xβ‖2

2 + p(β)
}

(3-8)

where p is a penalty function, which varies according to the model. One
less general specification can be written as:

β(λ1, λ2) =

arg min
β
‖y−Xβ‖2

2 + λ2‖β‖2
2 + λ1

p∑
j=1

ŵj |βj|

 (3-9)

Most of the models used in this work follow Equation 3-8. Table 3.1
summarises them:

1We also introduced a Random Walk model, where π̂t+h = πt, but the results are fairly
similar to the AR(1) and UC-SV models. Since neither of them are chosen as best models
in any exercise, we left the Random Walk model out of this work.
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λ1 λ2 ŵj
Ridge 0 λ -
LASSO λ 0 1 ∀j
adaLASSO λ 0 |βLASSO + 1√

n
|−1

Elastic Net λ1 λ2 1 ∀j
adaElastic Net λ1 λ2 |βEN + 1√

n
|−1

Table 3.1: Shrinkage Models

where n is the number of observations We add this term to deal with
possible zero weights from LASSO estimations. Moreover, the p function in
Elastic Net models can be rewritten as κ‖βββ‖2 + (1 − κ)ŵj‖β‖1. We fixate
κ = 0.5.

The Ridge regression was one of the first techniques capable of dealing
with large datasets (Hoerl and Kennard (1970)). It imposes a quadratic penalty
to the coefficients and has the appealing feature of an analytical solution.
Despite that, the coefficient solution vector consists exclusively of non-zero
entries, which is a disadvantage in developing a variable selection analysis.

The Least Absolute Shrinkage and Selection Operator (LASSO) is a
method presented originally in Tibshirani (1996). Opposed to Ridge regression,
LASSO imposes a penalty on the sum of the coefficients absolute values.
Consequently, it shrinks irrelevant variables exactly to zero, allowing it to
perform variable selection.

However, Zhao and Yu (2006) and Zou (2006) highlight that LASSO
models require strong conditions to achieve consistency, and do not have the
oracle property. Thus, Zou (2006) proposes the Adaptive LASSO (adaLASSO)
to overcome these problems. The adaLASSO model is a two-step method
which uses the first-step LASSO coefficients’ estimates to weight the relative
importance of the regressors in the second-step as noted in 3.1.

The Elastic Net (ElNet) models are generalizations which include both
the LASSO and Ridge as particular cases. The penalization used for these
models is a simple convex combination of both latter models penalization
functions (Zou and Hastie (2005)).

Traditionally, the λ parameters are chosen by cross-validation methods.
In our work, on the other hand, we use the BIC to choose the parameter.

Furthermore, we investigate a nonconvex form for the penalty function in
the Smoothly Clipped Absolute Deviations (SCAD) penalty (Xie and Huang
(2009)). We write the SCAD penalty as the following equation:

DBD
PUC-Rio - Certificação Digital Nº 1912142/CA



Chapter 3. Methodology 26

p(β) =


λ|β| if |β| ≤ λ
2aλ|β|−β2−λ2

2(a−1) if λ < |β| ≤ aλ
λ2(a+1)

2 otherwise
(3-10)

for a > 2. Note that SCAD coincides with the LASSO until β = λ.
Then it transitions to a quadratic function until β = δλ. The SCAD penalty
retains the penalization rate (and bias) of the LASSO for small coefficients,
but continuously relaxes the rate of penalization as the absolute value of the
coefficient increases.

Except for the Ridge models, all models in this section introduce sparsity
and variable selection, which is a key feature for this work.

3.3.4
Random Forest

The Random Forest (RF) methodology was initially proposed by
Breiman (2001) as a way to reduce the variance of regression trees. The method
is based on the bootstrap aggregation (bagging) of randomly constructed re-
gression trees. Coulombe et al. (2019) shows that a random forest performs
well when forecasting inflation. Moreover, Medeiros et al. (2019) also finds that
RF models deliver clear predictive gains when forecasting inflation in the US.

Basically, a RF is the average of numerous random regression trees
and thus it’s able to capture non-linear dynamics between the independent
variables and the variable of interest. A regression tree is a non-parametric
model based on the recursive binary partitioning of the covariate space X. yt
is the a function of local models, each of them determined in K ∈ N different
partitions of X.

We can represent the model in a graph of a binary decision tree with
N ∈ N parent (or split) nodes and K ∈ N terminal nodes (also called leaves).
The graphs grows from a singular root node into K terminal nodes hence its
name. The partitions are defined by a single split in determined regressor xt.

Following Garcia et al. (2017), we can represent the RF model formally.
The root node is at position 0. At position j, a parent node generates a left
and a right child at positions 2j + 1 and 2j + 2, respectively. Every parent
node has an associated split variable xsj ,t ∈ xt, where sj ∈ S = 1, 2, ..., q.
Furthermore, if we let J and T be the set of indexes of the parent and terminal
nodes, respectively, a tree architecture can be fully determined from J and T.

The forecasting model based on regression trees can be represented
mathematically as:
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yt = HJT (xt;ψ) + ut =
∑
i∈T

βiBJi (xt;θi) + ut (3-11)

where

BJi (xt;θi) =
∏
j∈J

I
(
xsj ,t; cj

)ni,j(1+ni,j)
2

[
1− I

(
xsj ,t; cj

)](1−ni,j)(1+ni,j)
(3-12)

I
(
xsj ,t; cj

)
=

 1 if xsj ,t ≤ cj

0 otherwise
(3-13)

ni,j =


−1 if the path to leaf i does not include the parent node j
0 if the path to leaf i includes the right-child node of the parent node j
1 if the path to leaf i includes the left-child node of the parent node j.

(3-14)
Let Ji be the subset of J that contains the indexes of the parent nodes that

form the path to leaf i, then θi is the vector that contains all of the parameters
ck such that k ∈ Ji, i ∈ T. Note that ∑j∈JBJi (xt;θj) = 1,∀xt ∈ Rq+1.

A Random Forest is a collection of regression trees, each of which is
specified in a bootstrapped sub-sample of the original data set. Suppose that
there are B bootstrapped sub-samples, and denote the estimated regression
tree for each of the sub-samples by HJbTb

(.;ψ). The final prediction is defined
as:

ŷt = 1
B

B∑
b=1

HJbTb
(xt;ψ) (3-15)

For each of the bootstrapped sub-samples a regression tree is estimated
by recursively repeating the following steps until the terminal node:

1. Randomly select m out of q covariates as possible split variables

2. Pick the best variable/split point among the m candidates

3. Split the node into two child nodes

Random Forests can deal with very large numbers of explanatory vari-
ables, and the predicted model is highly nonlinear. Since we are dealing with
time series, we use a block bootstrap.
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3.3.5
Hybrid Linear-Random Forest Models

We follow Medeiros et al. (2019) hybrid adaptations to disentangle the
relative importance of variable selection and non-linearity in our Random
Forest models. Since we’re interested in the variable selection aspect, these
models can help us open the black-box associated to Random Forest models.
We estimate the RF/OLS and the adaLASSO/RF.

The RF/OLS is estimated using the following steps:

1. For each bootstrap sample b = 1, ..., B:

– Grow a single tree with 20 nodes, and save the N ≤ k split variables
– Run an OLS on the selected splitting variables
– Compute the forecast π̂bt+h

2. The final forecast will be π̂t+h = B−1∑B
b=1 π̂

b
t+h

With this model we can check the performance of a simple linear model
using variables selected by the Random Forest algorithm. Then we can compare
the predictive results of this model with the pure Random Forest models. If
the difference between the results is not statistically significant, we understand
that non-linearity is not a issue.

The second class of adapted models is the adaLASSO/RF. Here we
use the sparse shrinkage model adaLASSO for variable selection and run
the Random Forest algorithm on this selected variables. If adaLASSO/RF
performs similarly to the Random Forest, we understand that variable selection
in RF is less relevant and non-linearity is more important.

In Appendix D, we indicate the computer codes and algorithms used in
this work.
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4
Empirical Results

4.1
Reducing the Dimensionality

In the literature of the Missing Disinflation Puzzle (MDP), there is no
clear benchmark model. Therefore, the Model Confidence Set (MCS) plays
a vital role in this study. The MCS procedure theoretically can deal with a
large number of models. However, we first perform some actions to reduce the
dimensionality of the setM of possible specifications.

First, we investigate if the addition of regressors’ lags is capable of
generating predictive gains. We split the models into 3 groups: (a) Shrinkage
models excluding SCAD; (b) SCAD-penalty models; and (c) Random Forest.
For each group, we calculate the one-year ahead predictions in the period
corresponding to the MDP as explained in Chapter 3. For each iteration of
the forecasting model, we collect the error and squared error, and calculate
the RMSE and MAE accumulated up until that point in time. The ranking
of top 10 best models according to RMSE criteria for each group is presented
in Tables 4.1, 4.2, and 4.3. Each table exhibits the models’ specifications, and
the RMSE- and MAE descriptive statistics.
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Model RMSE MAE

Database # of Lags Window Ranking
Min.
Value

Max.
Value

Mean
Value

SD
Accumulated/

Final
Ranking

Min.
Value

Max.
Value

Mean
Value

SD
Accumulated/

Final
Ridge Flexible 2 Expanding 1 0.0035 0.0125 0.0084 0.0027 0.0079 3 0.0032 0.0084 0.0058 0.0013 0.0053
Ridge Flexible 3 Expanding 2 0.0034 0.0130 0.0084 0.0028 0.0079 1 0.0031 0.0087 0.0055 0.0013 0.0046
Ridge Semi-Parsimonious 3 Expanding 3 0.0033 0.0127 0.0085 0.0029 0.0080 5 0.0029 0.0084 0.0060 0.0016 0.0053
adaLASSO Flexible 2 Expanding 4 0.0081 0.0140 0.0103 0.0018 0.0081 71 0.0065 0.0133 0.0093 0.002 0.0065
LASSO Flexible 2 Expanding 5 0.0081 0.0140 0.0103 0.0018 0.0081 72 0.0065 0.0132 0.0093 0.002 0.0065
Ridge Flexible 1 Rolling 6 0.0029 0.0133 0.0088 0.0034 0.0084 2 0.0022 0.0088 0.0056 0.0018 0.005
Ridge Parsimonious 3 Expanding 7 0.0031 0.0127 0.0088 0.0031 0.0085 12 0.0027 0.0087 0.0064 0.0018 0.0058
Ridge Semi-Parsimonious 3 Rolling 8 0.0030 0.0138 0.0091 0.0036 0.0087 3 0.0022 0.0088 0.0058 0.0019 0.0052
LASSO Flexible 3 Expanding 9 0.0070 0.0134 0.0103 0.0017 0.0087 75 0.0068 0.0123 0.0091 0.0017 0.0068
Ridge Flexible 3 Rolling 10 0.0034 0.0140 0.0092 0.0034 0.0088 6 0.0027 0.0086 0.0061 0.0018 0.0054

Table 4.1: Shrinkage Models: Top 10 Specifications

Model RMSE MAE

Database # of Lags Window Ranking
Min.
Value

Max.
Value

Mean
Value

SD
Accumulated/

Final
Ranking

Min.
Value

Max.
Value

Mean
Value

SD
Accumulated/

Final
SCAD Parsimonious 1 Expanding 1 0.0035 0.0144 0.0091 0.0032 0.0085 1 0.003 0.0092 0.0058 0.0016 0.0051
SCAD Semi-Parsimonious 1 Expanding 2 0.005 0.0139 0.0094 0.0027 0.0086 2 0.0046 0.0096 0.0066 0.0013 0.0054
SCAD Flexible 4 Expanding 3 0.0025 0.0155 0.01 0.0042 0.0096 3 0.0025 0.0107 0.0066 0.0024 0.0057
SCAD Parsimonious 4 Expanding 4 0.0033 0.0155 0.0102 0.004 0.0096 5 0.0032 0.011 0.0069 0.0022 0.0059
SCAD Semi-Parsimonious 4 Expanding 5 0.0027 0.0159 0.0102 0.0042 0.0097 4 0.0027 0.0109 0.0067 0.0024 0.0058
SCAD Parsimonious 2 Expanding 6 0.0028 0.0137 0.0099 0.0039 0.0101 6 0.0025 0.0096 0.0071 0.0023 0.0072
SCAD Flexible 2 Expanding 7 0.0052 0.0139 0.0109 0.0026 0.0104 7 0.0039 0.0101 0.0079 0.0016 0.0075
SCAD Flexible 3 Expanding 8 0.0052 0.0133 0.0103 0.0025 0.011 11 0.0052 0.0107 0.0084 0.0017 0.0087
SCAD Flexible 1 Expanding 9 0.0108 0.0188 0.0139 0.0024 0.011 8 0.0076 0.0174 0.011 0.0028 0.0076
SCAD Parsimonious 2 Rolling 10 0.004 0.0141 0.0106 0.0031 0.0113 12 0.0027 0.0116 0.0086 0.0026 0.0088

Table 4.2: SCAD-Penalty Models: Top 10 Specifications
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Model RMSE MAE

Database # of Lags Window Ranking
Min.
Value

Max.
Value

Mean
Value

SD
Accumulated/

Final
Ranking

Min.
Value

Max.
Value

Mean
Value

SD
Accumulated/

Final
RF Flexible 1 Expanding 1 0.0036 0.0145 0.0093 0.0033 0.0086 2 0.0032 0.0097 0.0063 0.0017 0.0055
RF Flexible 1 Rolling 2 0.005 0.0145 0.0097 0.0027 0.0086 7 0.0048 0.0111 0.0072 0.0016 0.0058
RF Semi-Parsimonious 1 Rolling 3 0.005 0.0144 0.0097 0.0027 0.0087 14 0.0049 0.0111 0.0075 0.0017 0.0061
RF Parsimonious 1 Rolling 4 0.0054 0.0143 0.0097 0.0026 0.0087 12 0.0053 0.0111 0.0075 0.0016 0.006
RF Flexible 2 Rolling 5 0.0058 0.0144 0.0098 0.0025 0.0087 17 0.0056 0.0112 0.0078 0.0016 0.0062
RF Semi-Parsimonious 2 Rolling 6 0.0058 0.0147 0.01 0.0026 0.0088 21 0.0057 0.0115 0.0079 0.0017 0.0063
RF Parsimonious 1 Expanding 7 0.0032 0.0147 0.0094 0.0035 0.0089 1 0.0027 0.0094 0.0061 0.0018 0.0054
RF Parsimonious 2 Expanding 8 0.0036 0.0147 0.0095 0.0034 0.0089 9 0.0033 0.0098 0.0067 0.0019 0.0059
RF Semi-Parsimonious 1 Expanding 9 0.0038 0.0148 0.0096 0.0033 0.0089 6 0.0034 0.0099 0.0066 0.0018 0.0058
RF Semi-Parsimonious 2 Expanding 10 0.004 0.0147 0.0096 0.0033 0.0089 10 0.0037 0.01 0.007 0.0019 0.006

Table 4.3: Random Forest: Top 10 Specifications
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We cannot draw many conclusions from the tables. In Table 4.1 (total
of 116 models), the specifications associated with 2 to 3 lags, expanding
window, and larger data sets seem to have a better performance than other
specifications. However, the variability between the rankings based on RMSE
and MAE is noteworthy.

In Table 4.2 (total of 24 models), the variability between the rankings is
smaller. Yet, there is no particular pattern in the top 10 specifications, except
for the predominance of the expanding window methodology. In Random
Forest family models (Table 4.3, total of 24 models) the accumulated RMSE are
closer to each other relative to other specifications’ results. Shorter regressors’
lags seem to perform better too. Ultimately, these tables are more descriptive
than conclusive.

In order to access more robust results, we run the MCS procedure
for α = {0.8, 0.9, 0.95} in each of the 3 subgroups M0 ∈ M where M =
{Shrinkage, SCAD, RF}. For each combination, we get a setMM0

α0 ∈M
M0
α of

chosen models. Figure 4.1 exhibits the dimensionality of these sets.
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Figure 4.1: Amount of Chosen Models per Family of Specifications

In the Shrinkage models’ case, for α ∈ {0.8, 0.9}, the MCS procedure
selects more than 50% of the MShrinkage. Therefore, we turn our focus to the
α = 0.95 case. 4 models are selected:
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Shrinkage Models
Database # of Lags Window

LASSO Flexible 2 Expanding
adaLASSO Flexible 2 Expanding
Ridge Semi-Parsimonious 3 Expanding
Ridge Flexible 3 Expanding

Table 4.4: Shrinkage Family: Specifications Selected for α = 0.95

All the selected models utilize a expanding window as forecasting proce-
dure. Despite that, there is no clear pattern among them. In the SCAD-penalty-
and Random Forest cases, the selection is more parsimonious - n(MSCAD

α=0.9) = 4
and n(MSCAD

α=0.95) = 1; n(MRF
α=0.9) = 8 and n(MRF

α=0.95) = 4.

SCAD-penalty Models
Database # of Lags Window α

SCAD Parsimonious 1 Expanding 0.9, 0.95
SCAD Parsimonious 2 Rolling 0.9
SCAD Semi-Parsimonious 1 Expanding 0.9
SCAD Flexible 1 Expanding 0.9

Table 4.5: SCAD-Penalty Family: Specifications Selected for α ∈ {0.9, 0.95}

Random Forest
Database # of Lags Window α

RF Flexible 1 Expanding 0.9, 0.95
RF Flexible 1 Expanding 0.9, 0.95
RF Semi-Parsimonious 1 Expanding 0.9, 0.95
RF Flexible 2 Rolling 0.9, 0.95
RF Semi-Parsimonious 1 Expanding 0.9
RF Parsimonious 1 Rolling 0.9
RF Parsimonious 1 Expanding 0.9
RF Parsimonious 2 Rolling 0.9

Table 4.6: random Forest Family: Specifications Selected for α ∈ {0.9, 0.95}

We find that specifications with shorter regressors’ lags - except in
Shrinkage models - tend to perform better vis-à-vis data sets containing 3 or 4
lags (Table 4.5 and Table 4.6). Therefore, excluding the specifications explicitly
contained in sets associated with α = 0.95, we execute all subsequent exercises
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in this work with a data set containing only the first lag of the regressors.
Thus, we reduce the dimensionality ofM.

4.2
Best Specifications’ Selection

We construct a new set of models M∗ consisting of: (a) the chosen
specifications MM

α=.95 in Section 4.1, (b) all models specifications running on
data sets with only 1 lag of regressors, and (c) the autoregressive and UC-
SV specifications. Then we run the MCS procedure on M∗. For α = 0.95,
9 specifications are selected. Table 4.7 exhibits them and Figure 4.2 presents
their predictive performances.

M∗
α=0.95

Database # of Lags Window
RF Parsimonious 1 Expanding
RF Parsimonious 1 Rolling
RF Flexible 1 Rolling
SCAD Parsimonious 1 Expanding
SCAD Semi-Parsimonious 1 Expanding
adaLASSO Flexible 2 Expanding
LASSO Flexible 2 Expanding
Ridge Flexible 3 Expanding
Ridge Semi-Parsimonious 3 Expanding

Table 4.7: Specifications inM∗
α=0.95

DBD
PUC-Rio - Certificação Digital Nº 1912142/CA



Chapter 4. Empirical Results 35

Ridge, Semi-Pars., Exp., 3 lags SCAD, Pars., Exp, 1 lags SCAD, Semi-Pars, Exp., 1 lag

RF, Pars, Exp., 1 lag RF, Pars., Roll., 1 lag Ridge, Flexible, Exp., 3 lags

adaLASSO, Flexible, Exp., 2 lags LASSO, Flexible, Exp., 2 lags RF, Flexible, Roll., 1 lag

20
04

Q
3

20
05

Q
1

20
05

Q
3

20
06

Q
1

20
06

Q
3

20
07

Q
1

20
07

Q
3

20
08

Q
1

20
08

Q
3

20
09

Q
1

20
09

Q
3

20
10

Q
1

20
10

Q
3

20
11

Q
1

20
11

Q
3

20
12

Q
1

20
04

Q
3

20
05

Q
1

20
05

Q
3

20
06

Q
1

20
06

Q
3

20
07

Q
1

20
07

Q
3

20
08

Q
1

20
08

Q
3

20
09

Q
1

20
09

Q
3

20
10

Q
1

20
10

Q
3

20
11

Q
1

20
11

Q
3

20
12

Q
1

20
04

Q
3

20
05

Q
1

20
05

Q
3

20
06

Q
1

20
06

Q
3

20
07

Q
1

20
07

Q
3

20
08

Q
1

20
08

Q
3

20
09

Q
1

20
09

Q
3

20
10

Q
1

20
10

Q
3

20
11

Q
1

20
11

Q
3

20
12

Q
1

20
04

Q
3

20
05

Q
1

20
05

Q
3

20
06

Q
1

20
06

Q
3

20
07

Q
1

20
07

Q
3

20
08

Q
1

20
08

Q
3

20
09

Q
1

20
09

Q
3

20
10

Q
1

20
10

Q
3

20
11

Q
1

20
11

Q
3

20
12

Q
1

20
04

Q
3

20
05

Q
1

20
05

Q
3

20
06

Q
1

20
06

Q
3

20
07

Q
1

20
07

Q
3

20
08

Q
1

20
08

Q
3

20
09

Q
1

20
09

Q
3

20
10

Q
1

20
10

Q
3

20
11

Q
1

20
11

Q
3

20
12

Q
1

20
04

Q
3

20
05

Q
1

20
05

Q
3

20
06

Q
1

20
06

Q
3

20
07

Q
1

20
07

Q
3

20
08

Q
1

20
08

Q
3

20
09

Q
1

20
09

Q
3

20
10

Q
1

20
10

Q
3

20
11

Q
1

20
11

Q
3

20
12

Q
1

20
04

Q
3

20
05

Q
1

20
05

Q
3

20
06

Q
1

20
06

Q
3

20
07

Q
1

20
07

Q
3

20
08

Q
1

20
08

Q
3

20
09

Q
1

20
09

Q
3

20
10

Q
1

20
10

Q
3

20
11

Q
1

20
11

Q
3

20
12

Q
1

20
04

Q
3

20
05

Q
1

20
05

Q
3

20
06

Q
1

20
06

Q
3

20
07

Q
1

20
07

Q
3

20
08

Q
1

20
08

Q
3

20
09

Q
1

20
09

Q
3

20
10

Q
1

20
10

Q
3

20
11

Q
1

20
11

Q
3

20
12

Q
1

20
04

Q
3

20
05

Q
1

20
05

Q
3

20
06

Q
1

20
06

Q
3

20
07

Q
1

20
07

Q
3

20
08

Q
1

20
08

Q
3

20
09

Q
1

20
09

Q
3

20
10

Q
1

20
10

Q
3

20
11

Q
1

20
11

Q
3

20
12

Q
1

-0.02

-0.01

0.00

0.01

-0.02

-0.01

0.00

0.01

-0.02

-0.01

0.00

0.01

-0.02

-0.01

0.00

0.01

-0.02

-0.01

0.00

0.01

-0.02

-0.01

0.00

0.01

-0.02

-0.01

0.00

0.01

-0.02

-0.01

0.00

0.01

-0.02

-0.01

0.00

0.01

p t

Figure 4.2:M∗
α=0.95 Specifications Predictive Performance

Overall, the different specifications have a similar performance. No model
is able to predict the fall between 2009Q4 and 2010Q4, but almost all of them
foretell the spikes in 2009 and after the Great Recession. Since the M∗

α=0.95

contains all of them, we interpret these specifications as equally good for the
time frame of the MDP. Figures 4.3 and 4.4 exhibit the correlation between
the forecasts and the evolution of the RMSE in each model.
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α=0.95 Correlation Plot
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Figure 4.4:M∗
α=0.95 Accumulated RMSE Dynamic

The presence of a LASSO- and a adaLASSO specifications inM∗
α=0.95 is

particularly interesting. Both models are linear and perform variable selection.
Furthermore, both of them are the only specifications which predict the sharp
fall of inflation in 2008 Q4. In Sections 4.3 we further investigate these results.

The Random Forest specifications are also compelling. Using the hybrid
models we try to disentangle the relative importance of variable selection
and non-linearity in these models. In Appendix B we shed some light in this
discussion.

4.3
Variable Selection and the Missing Disinflation Puzzle

First, we analyze the variable selection performed by the LASSO- and the
adaLASSO models. Figure 4.3 demonstrates the amount of variables selected
in each forecasting step and in which groups they are contained.
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Figure 4.5: LASSO and adaLASSO Variable Selection per Groups

For all periods the intercept is calculated, but n does not include it. In
both cases the story is quite the same. Up until 2008Q4 more than 75 variables
are selected. Then just 1 in 2009Q1, 10 in 2009Q2, 5 in 2009 Q3 (4 for LASSO),
4 between 2009 Q4 and 2010 Q2, and 3 up until the end.

From 2009 Q3 until the end of the sample 3 variables are al-
ways selected in both specifications: the first lag of PCE headline infla-
tion (pce_headline_1d), GreenBook 1 quarter ahead inflation expectation
(gb_fcpi_1q_1d), and the Michigan Survey of Consumer household’s inflation
expectation for those between 18 and 34 years old (px1_mean_a1834_1d).
Moreover, between 2009 Q3 and 2010 Q2 the inflation expectations of house-
holds with low uncertainty calculated as in Binder (2015) are also always se-
lected (mu_l_1d). Figures 4.6 and 4.7 expose the evolution of the coefficients
connected to these variables. We multiply the coefficients by 1000 for better
visualization.
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Figure 4.6: adaLASSO Coefficients’ Values Evolution over Time
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Figure 4.7: LASSO Coefficients’ Values Evolution over Time

The presence of px1_mean_a1834_1d and mu_l_1d - both metrics de-
rived from the University of Michigan Survey of Consumers - generate evidence
for the explanation proposed in Coibion and Gorodnichenko (2015) for the puz-
zle. The authors suggest that firms’ inflation expectations are best proxied by
household expectations. They show that an expectations-augmented Phillips
curve, using household inflation expectations as measured by the Michigan
Survey of Consumers, can account for the absence of strong disinflationary
pressures since 2009. For them, the rise in inflationary expectations between
2009 and 2011 account for why the inflation did not fall as much as one might
have predicted.

These results also generate evidence for Binder (2015). In their article, the
authors explain that even among households, there is substantial heterogeneity
of expectations, and the average household forecast may not be the best proxy.
They proceed to show that the inflation expectations associated with less-
uncertain consumers provide a better proxy for firms’ expectations than those
associated with high-uncertain consumers and the SPF expectations. Lastly,
they use this variable to solve the MDP.
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In Binder (2017), however, the author find evidence that the inflation
expectations associated with college-educated, high-income, working-age (35
to 54 years old), and male consumers drive inflation dynamics more than the
expectations of other demographic groups or of professional forecasters. In our
work, only expectations associated with agents between 18 and 34 years old
are relevant.

The absence of a Economic Shock or Activity variables, and the presence
of a lagged inflation component and expectations associated with professionals
(GreenBook) are also noteworthy results.

4.3.1
The Sharp Fall of 2008 Q4

The largest disinflation in our sample happens in 2008 Q4 and both
models aforementioned are the only ones in M∗

α=0.95 able to predict it. We
attempt to disentangle the variables’ choice in this period using 3 different
data mining processes over the adaLASSO specification model (the results
are the same for the LASSO specification). None of them is able to produce
conclusive results.

For the rest of this section we describe briefly the processes and their
outcomes. More details are in Appendix C.

First, we identify the variables which have the biggest impact on the 1
step ahead 2008 Q4 forecast. We remove these variables from the data set,
re-estimate the model, and repeat this exercise iteratively. As we remove the
nominal change in the price of oil at t− 2, and the real change in the price of
oil at t − 2 - the two variables with the biggest impact on the forecast - the
model becomes unable to predict the sharp fall in 2008 Q4.

Then, we run the same 1-step-ahead forecast procedure described in
Section 3.1 using simple linear regressions with a data set containing only
both metrics along with other selected variables detailed in Appendix C. These
models are not capable of predicting the sharp fall in 2008 Q4.

The second method follows the steps below:

1. We collect the 78 regressors whose coefficients are not zero selected by
the adaLASSO specification;

2. We rank them decreasingly according to the absolute impact on the
ŷ2008Q4 estimate;

3. We construct data sets containing the regressor xI and all others xi ≤ xI ,
where i, I ∈ I and I is the set of ranking positions;
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4. We repeat the forecasting procedure described in Section 3.1 using simple
linear regressions;

A total of 78 models are estimated. We pick the models which have the
best predictive performance for 2008 Q4 and collect the variables contained in
these specifications. Then, we analyze these chosen regressors using MCS.

The third and last method consists of:

1. We run a simple regression of CPI headline on the change in oil nominal
prices in t− 2 and collect the one-step-ahead forecast for 2008 Q4;

2. We create all possible data sets consisting of the combination of the
change in oil nominal prices in t − 2 and another variable, and collect
the one-step-ahead forecast for 2008 Q4;

3. We select the specification which minimizes the predictive error and
repeat the process with a new specification containing the change in
oil nominal prices in t − 2, the chosen variable and all other possible
variables;

4. We repeat this process iteratively until the last specifications yields the
same prediction as the adaLASSO model for 2008 Q4.

None of these methods generates conclusive results. All of them in the
end yields models’ specifications, which are not able to isolate a particular
effect or explanation for the adaLASSO model being able to predict the fall in
2008 Q4.
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5
Concluding Remarks

This paper contributes to the Missing Disinflation Puzzle (MDP) liter-
ature by constructing a data set focused exclusively on variables used in the
investigation of the puzzle, and by using several Machine Learning methods
to generate evidence for potential explanations explored in the literature. We
aim to assess if the use of these methods combined with the data set lead to
any pattern of variable selection.

The explanations and econometric approaches for the MDP are not
consensual, therefore there is no clear benchmark to beat. To deal with
this, we perform several Machine Learning methods to generate 1 step ahead
predictions across the period of 2007 Q4 - 2011 Q4, and use the fully data-
driven Model Confidence Set (MCS) procedure to select the best models. In
the first step, we reduce the dimensionality of possible models’ specifications,
and, after that, we run the MCS procedure on the whole set of remaining
models.

The Machine Learning methods are from different types, such as autore-
gressive, non-linear and shrinkage models, and we present statistical evidence
that two models of the shrinkage family (LASSO, ElNet, Ridge, and adaptives)
feature between the best ones. These models are linear and perform variable
selection which is our main objective. Furthermore, they are the only specifi-
cations among the best ones capable of predicting the sharp decline in 2008
Q4 inflation.

Moreover, we investigate the variable selection in the sharp disinflation
in 2008 Q4 through data mining processes, and try to disentangle the trade-off
between variable selection and non-linearity in Random Forest models without
conclusive results.

Lastly, in the variable selection analysis, the variables selected after 2008
Q4 are consistent across all remaining period. We find evidence that inflation
expectations associated to households are key to predict inflation in line with
the explanations used for the MDP in Coibion and Gorodnichenko (2015) and
Binder (2015).
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A
Data

Here we present the data set. The column tcode denotes the following
data transformation for a series x: (1) no transformation; (2) ∆xt; (3) ∆2xt;
(4) logxt; (5) ∆logxt; (6) ∆2logxt; (7) ∆( xt

xt−1
− 1). The transformations made

follow McCracken and Ng (2016) when possible and aim to make the variables
stationary in all possible windows associated with the expanding window
procedure used in this work. The data sources are in the complementary
material.
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Inflation
id tcode Code Description Frequency Period
1 5 cpi_headline Consumer Price Index for All Urban Consumers: All Items in U.S. City Average Quarterly 1947-2020
2 5 pce_headline Personal Consumption Expenditures: Chain-type Price Index Quarterly 1947-2020
3 5 comp_nonfarm Nonfarm Business Sector: Compensation Per Hour, Index Quarterly 1947-2020
4 5 earn_const Average Hourly Earnings of Production and Nonsupervisory Employees, Construction, Dollars per Hour, Quarterly, Seasonally Adjusted Quarterly 1947-2020
5 5 earn_goods Average Hourly Earnings of Production and Nonsupervisory Employees, Goods-Producing, Dollars per Hour Quarterly 1947-2020
6 5 earn_manufac Average Hourly Earnings of Production and Nonsupervisory Employees, Manufacturing, Dollars per Hour Quarterly 1939-2020
7 1 tau Inflation Permanent Component Estimated as Medeiros et al (2019) Quarterly 1983-2011

Expectations
id tcode Code Description Frequency Period
8 2 mu_h Mean CPI Inflation Expectations of Highly-Uncertain Consumers Monthly 1978-2020
9 2 mu_l Mean CPI Inflation Expectations of Less-Uncertain Consumers Monthly 1978-2020
10 2 cle_fcpi_1y FED Cleveland CPI Inflation Expectations; 1 year ahead Monthly 1982-2020
11 2 gb_fcpi_1q CPI Inflation Projections from the Greenbooks of the Federal Reserve Board of Governors; 1 quarter ahead Monthly 1979-2020
12 2 gb_fcpi_2q CPI Inflation Projections from the Greenbooks of the Federal Reserve Board of Governors; 2 quarters ahead Monthly 1979-2020
13 2 gb_fcpi_3q CPI Inflation Projections from the Greenbooks of the Federal Reserve Board of Governors; 3 quarters ahead Monthly 1979-2020
14 2 gb_fcpi_1y CPI Inflation Projections from the Greenbooks of the Federal Reserve Board of Governors; 1 year ahead Monthly 1979-2020
15 2 msc_mean_fcpi_1y University of Michigan Survey of Consumers Mean CPI Inflation Expectations; 1 year ahead Quarterly 1970-2020
16 2 msc_med_fcpi_1y University of Michigan Survey of Consumers Median CPI Inflation Expectations; 1 year ahead Quarterly 1978-2020
17 2 spf_fcpi_1y Survey of Professional Forecasters Median Inflation Expectations; 1 year ahead Quarterly 1970-2020
18 2 spf_fcpi_1q Survey of Professional Forecasters Median Inflation Expectations; 1 quarter ahead Quarterly 1981-2020
19 2 spf_fcpi_2q Survey of Professional Forecasters Median Inflation Expectations; 2 quarters ahead Quarterly 1981-2020
20 2 spf_fcpi_3q Survey of Professional Forecasters Median Inflation Expectations; 3 quarters ahead Quarterly 1981-2020
21 2 px1_mean_a1834 University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Age Between 18 and 34; 1 year ahead Quarterly 1978-2020
22 2 px1_mean_a3544 University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Age Between 35 and 44 1 year ahead Quarterly 1978-2020
23 2 px1_mean_a4554 University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Age Between 45 and 54 1 year ahead Quarterly 1978-2020
24 2 px1_mean_a5564 University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Age Between 55 and 64, 1 year ahead Quarterly 1978-2020
25 2 px1_mean_a6597 University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Age Between 65 and 97; 1 year ahead Quarterly 1978-2020
26 2 px1_mean_m University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Male; 1 year ahead Quarterly 1978-2020
27 2 px1_mean_f University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Female; 1 year ahead Quarterly 1978-2020
28 2 px1_mean_y14 University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Bottom 25% Income Group; 1 year ahead Quarterly 1978-2020
29 2 px1_mean_y24 University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Second 25% Income Group; 1 year ahead Quarterly 1978-2020
30 2 px1_mean_y34 University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Third 25% Income Group; 1 year ahead Quarterly 1978-2020
31 2 px1_mean_y44 University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Top 25% Income Group; 1 year ahead Quarterly 1978-2020
32 2 px1_mean_ehs University of Michigan Survey of Consumers Mean CPI Inflation Expectations, High School or Less; 1 year ahead Quarterly 1978-2020
33 2 px1_mean_esc University of Michigan Survey of Consumers Mean CPI Inflation Expectations, High School Degree; 1 year ahead Quarterly 1978-2020
34 2 px1_mean_ecd University of Michigan Survey of Consumers Mean CPI Inflation Expectations, College Degree; 1 year ahead Quarterly 1978-2020
35 2 px1_mean_egs University of Michigan Survey of Consumers Mean CPI Inflation Expectations, Graduate Studies; 1 year ahead Quarterly 1978-2020
36 2 px1_med_a1834 University of Michigan Survey of Consumers Median CPI Inflation Expectations, Age Between 18 and 34; 1 year ahead Quarterly 1978-2020
37 2 px1_med_a3544 University of Michigan Survey of Consumers Median CPI Inflation Expectations, Age Between 35 and 44 1 year ahead Quarterly 1978-2020
38 2 px1_med_a4554 University of Michigan Survey of Consumers Median CPI Inflation Expectations, Age Between 45 and 54 1 year ahead Quarterly 1978-2020
39 2 px1_med_a5564 University of Michigan Survey of Consumers Median CPI Inflation Expectations, Age Between 55 and 64, 1 year ahead Quarterly 1978-2020
40 2 px1_med_a6597 University of Michigan Survey of Consumers Median CPI Inflation Expectations, Age Between 65 and 97; 1 year ahead Quarterly 1978-2020
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41 2 px1_med_m University of Michigan Survey of Consumers Median CPI Inflation Expectations, Male; 1 year ahead Quarterly 1978-2020
42 2 px1_med_f University of Michigan Survey of Consumers Median CPI Inflation Expectations, Female; 1 year ahead Quarterly 1978-2020
43 2 px1_med_y14 University of Michigan Survey of Consumers Median CPI Inflation Expectations, Bottom 25% Income Group; 1 year ahead Quarterly 1978-2020
44 2 px1_med_y24 University of Michigan Survey of Consumers Median CPI Inflation Expectations, Second 25% Income Group; 1 year ahead Quarterly 1978-2020
45 2 px1_med_y34 University of Michigan Survey of Consumers Median CPI Inflation Expectations, Third 25% Income Group; 1 year ahead Quarterly 1978-2020
46 2 px1_med_y44 University of Michigan Survey of Consumers Median CPI Inflation Expectations, Top 25% Income Group; 1 year ahead Quarterly 1978-2020
47 2 px1_med_ehs University of Michigan Survey of Consumers Median CPI Inflation Expectations, High School or Less; 1 year ahead Quarterly 1978-2020
48 2 px1_med_esc University of Michigan Survey of Consumers Median CPI Inflation Expectations, High School Degree; 1 year ahead Quarterly 1978-2020
49 2 px1_med_ecd University of Michigan Survey of Consumers Median CPI Inflation Expectations, College Degree; 1 year ahead Quarterly 1978-2020
50 2 px1_med_egs University of Michigan Survey of Consumers Median CPI Inflation Expectations, Graduate Studies; 1 year ahead Quarterly 1978-2020
51 2 expec_bl_cpi Backward Looking CPI Inflation Expectations as Average of Last 4 Quarters Quarterly 1978-2020

Economic Activity
id tcode Code Description Frequency Period
52 6 tcu Capacity Utilization: Total Index, Percent of Capacity Quarterly 1967-2020
53 6 gdp_real Real Gross Domestic Product, Billions of Chained 2012 Dollars Quarterly 1947-2020
54 6 gdp_gap gdp_real - Real Potential Gross Domestic Product, Billions of Chained 2012 Dollars Estimated by U.S. Congressional Budget Office Quarterly 1949-2020
55 5 cfnai Chicago Fed National Activity Index Monthly 1967-2020
56 6 st_unemp Short-Term Unemployment Rate by Bureau of Labor Statistics Monthly 1960-2020
57 6 full_unemp Full Unemployment Rate by Bureau of Labor Statistics Monthly 1960-2020
58 6 full_unemp_st_gap full_unemp - Natural Rate of Unemployment (Short-Term) Estimated By U.S. Congressional Budget Office Quarterly 1960-2020
59 6 full_unemp_lt_gap full_unemp - Natural Rate of Unemployment Estimated By U.S. Congressional Budget Office Quarterly 1960-2020
60 6 st_unemp_gap st_unemp - Natural Rate of Unemployment (Short-Term) Estimated By U.S. Congressional Budget Office Quarterly 1960-2020
61 6 full_unemp_t4 full_unemp - full_unemp 4 Quarters Before Quarterly 1961-2020
62 6 bz_average_unemp_gap st_unemp_gap but using the mean of last 4 quarters in each metric Quarterly 1961-2020
63 6 rgap_full_unemp The Recession Gap Transformation created by Stock Watson (2010) applied to full_unemp Quarterly 1961-2020
64 6 rgap_st_unemp The Recession Gap Transformation created by Stock Watson (2010) applied to st_unemp Quarterly 1961-2020
65 6 full_unemp_st_DLgap full_unemp_st_gap relative to the level of full Unemployment as in Debelle-Laxton (1997) and Ball, Mazumder (2011) Quarterly 1961-2020
66 6 full_unemp_lt_DLgap full_unemp_lt_gap relative to the level of full Unemployment as in Debelle-Laxton (1997) and Ball, Mazumder (2011) Quarterly 1961-2020
67 6 st_unemp_DLgap st_unemp_gap relative to the level of full Unemployment as in Debelle-Laxton (1997) and Ball, Mazumder (2011) Quarterly 1961-2020
68 5 rgap_gdp_real The Recession Gap Transformation created by Stock Watson (2010) applied to gdp_real Quarterly 1948-2020
69 5 rgap_tcu The Recession Gap Transformation created by Stock Watson (2010) applied to tcu Quarterly 1968-2020
70 6 rgap_cfnai The Recession Gap Transformation created by Stock Watson (2010) applied to cfnai Monthly 1968-2020
71 5 real_ulc Nonfarm Business Sector Real Unit Labor Costs from the U.S. Bureau of Economic Analysis Quarterly 1955-2020
72 5 labor_share Nonfarm Business Sector: Labor Share, Index 2012=100 Quarterly 1967-2020
73 5 ulc Nonfarm Business Sector: Unit Labor Cost, Percent Change From Quarter One Year Ago Quarterly 1948-2020
74 5 real_ulc_logdev Residuals of a Regression using Log of real_ulc on a linear trend as in Van Zandweghe (2019) Quarterly 1955-2020

Economic Shocks and Financial Variables
id tcode Code Description Frequency Period
75 1 oil_eia_nchange Nominal Change in Oil Prices as Estimated by U.S. Energy Information Administration Quarterly 1974-2020
76 1 oil_eia_rchange Real Change in Oil Prices as Estimated by U.S. Energy Information Administration Quarterly 1974-2020
77 2 gordonprod Productivity Measure Calculated by Gordon (2013) Quarterly 1949-2020
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78 6 wb_food World Bank Food Prices Index Quarterly 1960-2020
79 5 import_deflator Imports of goods (implicit price deflator) Quarterly 1947-2020
80 2 MS_import_prices_rel Imports of goods (implicit price deflator) Relative to GDP Deflator Quarterly 1947-2020
81 1 head_core cpi_headline transformed - Consumer Price Index for All Urban Consumers: All Items Less Food and Energy in U.S. City Average Inflation Quaterly 1957-2020
82 1 head_med cpi_headline transformed - Median CPI Inflation as calculated by the FED Cleveland Quaterly 1983-2020
83 1 import_head import_deflator transformed - cpi_headline transformed Quarterly 1947-2020
84 5 comm_price_index Producer Price Index by Commodity: All Commodities, Index 1982=100 Quarterly 1913-2020
85 3 corp_bond_spread Spread Between Moody’s Seasoned Aaa Corporate Bond Yield and Moody’s Seasoned Baa Corporate Bond Yield, Percent, Quarterly Quarterly 1986-2020
86 3 GZ_credit_spread Gilchrist, Zakrajšek (2012) Credit Spread Index Monthly 1973-2020
87 2 GZ_ebp Gilchrist, Zakrajšek (2012) Excess Bond Premium Estimates Monthly 1973-2020
88 2 MORTGAGE30US 30-Year Fixed Rate Mortgage Average in the United States, Percent Quarterly 1971-2020
89 2 DGS10 10-Year Treasury Constant Maturity Rate, Percent, Quarterly Quarterly 1976-2020
90 2 T10YFFM Spread Between 10-Year Treasury Constant Maturity Rate and Fed Funds Rate, Percent Quarterly 1976-2020
91 2 DGS2 2-Year Treasury Constant Maturity Rate, Percent, Quarterly Quarterly 1976-2020
92 2 T2YFFM Spread Between 2-Year Treasury Constant Maturity Rate and Fed Funds Rate, Percent Quarterly 1976-2020
93 2 MORTGAGESPREAD MORTGAGE30US - Effective Federal Funds Rate, Percent Quarterly 1971-2020
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B
Random Forest

We repeat the same 1 step ahead forecasting exercise with the RF/OLS
and adaLASSO/RF models described in Section 3.3.5.

With the RF/OLS we can check the performance of the linear model
using variables selected by the Random Forest algorithm. We compare the
predictive results of this model with the pure Random Forest model using the
Model Confidence Set (MCS) procedure. If the difference between the results
is not statistically significant, we understand that non-linearity is not a issue.

The second class of adapted models is the adaLASSO/RF. If
adaLASSO/RF performs similarly to the Random Forest - using the same
MCS procedure to test it - we understand that variable selection in RF is less
relevant and non-linearity is more important.

After the forecast estimations, we get a set of models MHybrid with 18
elements - 6 corresponding to each class of models (pure RF, RF/OLS, and
adaLASSO/RF). We use these predictions to calculate the squared errors and
run the MCS procedure.

We find that n(MHybrid
α=0.8 ) = 14, n(MHybrid

α=0.9 ) = 9 and n(MHybrid
α=0.95) = 1.

The singular model selected when α = 0.95 is a RF/OLS specification. With
α = 0.9, models from the 3 groups are selected.

Therefore, there’s evidence that the RF/OLS is the best model, which
implies that variable selection is more relevant than non-linearity.

As a last exercise, we try to access the variables’ importance for the
Random Forest models selected in M∗

α=0.95 (see Table 4.7 for details) using
the mean decrease in accuracy.

Basically, after training the forest we take one variable, scramble it in a
way that preserves the distribution of the variable, and measure the predictive
accuracy of the resulting tree. For each variable, we repeat this process in all
trees. The whole procedure is then replicated for all variables.

This loss in accuracy for each variable is measured by the mean decrease
in accuracy. The more the accuracy falls, the more important the variable is for
the regression tree. Since the trees are trained on highly correlated variables,
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they tend to be resistant to permutations in single variables. Thereby, we focus
on the ranking of the variable.

In Figures B.1, B.2, and B.3 we exhibit the variables in descending order
of importance as calculated from the mean decrease in accuracy. We report
the results for the 3 Random Forest specifications inM∗

α=0.95 for the desired
time frame (2007 Q4 - 2011 Q4). We choose to present only the top 8 of 93
possible variables.

There are similar results from the adaLASSO variable selection per-
formed in Section 4.3. When possible, the variables px1_mean_a1834_1d,
gb_fcpi_1q_1d, or mu_l_1d are present in the top 8 rankings. However, a
deeper analysis is not trivial, since there is no clear outlier in mean decrease
accuracy importance for any model at any quarter.
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2011 Q3 2011 Q4

2010 Q2 2010 Q3 2010 Q4 2011 Q1 2011 Q2

2009 Q1 2009 Q2 2009 Q3 2009 Q4 2010 Q1

2007 Q4 2008 Q1 2008 Q2 2008 Q3 2008 Q4

rgap_tcu_1d

gb_fcpi_2q_1d

comm_price_index_1d

px1_med_a4554_1d

px1_mean_esc_1d

mu_l_1d

tcu_1d

CPI_3d

cfnai_1d

msc_mean_fcpi_1y_1d

mu_l_1d

tcu_1d

gb_fcpi_1y_1d

px1_mean_a1834_1d

gb_fcpi_1q_1d

wb_food_1d

cfnai_1d

GZ_credit_spread_1d

tcu_1d

gb_fcpi_4q_1d

gb_fcpi_1y_1d

CPI_1d

px1_mean_a1834_1d

wb_food_1d

mu_l_1d

px1_mean_y44_1d

comm_price_index_1d

bz_average_unemp_gap_1d

px1_mean_egs_1d

gb_fcpi_2q_1d

CPI_3d

px1_med_a4554_1d

px1_mean_y24_1d

mu_l_1d

CPI_1d

head_med_1d

gb_fcpi_1q_1d

gb_fcpi_1y_1d

tcu_1d

wb_food_1d

wb_food_1d

CPI_1d

tcu_1d

head_med_1d

px1_mean_a1834_1d

cfnai_1d

gb_fcpi_1y_1d

gb_fcpi_1q_1d

import_deflator_1d

px1_mean_egs_1d

px1_mean_y44_1d

mu_l_1d

comm_price_index_1d

px1_mean_esc_1d

gb_fcpi_2q_1d

CPI_3d

px1_mean_esc_1d

wb_food_1d

head_med_1d

px1_mean_a1834_1d

cfnai_1d

gb_fcpi_1y_1d

tcu_1d

gb_fcpi_1q_1d

CPI_1d

head_med_1d

gb_fcpi_1q_1d

wb_food_1d

gb_fcpi_1y_1d

px1_mean_a1834_1d

cfnai_1d

tcu_1d

mu_l_1d

import_head_1d

px1_mean_egs_1d

px1_med_a4554_1d

MS_import_prices_rel_1d

import_deflator_1d

gb_fcpi_2q_1d

CPI_3d

full_unemp_lt_gap_1d

wb_food_1d

mu_l_1d

px1_mean_a1834_1d

head_med_1d

cfnai_1d

gb_fcpi_1y_1d

gb_fcpi_1q_1d

cfnai_1d

mu_l_1d

gb_fcpi_1y_1d

px1_mean_m_1d

head_med_1d

CPI_1d

px1_mean_a1834_1d

gb_fcpi_1q_1d

CPI_1d

gb_fcpi_1y_1d

head_med_1d

cfnai_1d

gb_fcpi_1q_1d

tcu_1d

px1_mean_a1834_1d

wb_food_1d

spf_fcpi_1q_1d

import_deflator_1d

px1_med_a4554_1d

gb_fcpi_2q_1d

comm_price_index_1d

MS_import_prices_rel_1d

mu_l_1d

CPI_3d

head_core_1d

cfnai_1d

gb_fcpi_1y_1d

wb_food_1d

CPI_1d

px1_mean_a1834_1d

head_med_1d

tcu_1d

tcu_1d

mu_l_1d

wb_food_1d

cfnai_1d

CPI_1d

gb_fcpi_1y_1d

px1_mean_a1834_1d

gb_fcpi_1q_1d

CPI_1d

head_med_1d

cfnai_1d

mu_l_1d

wb_food_1d

tcu_1d

px1_mean_a1834_1d

gb_fcpi_1q_1d

3e-05

6e-05

9e-05

Random Forest, Flexible, 1 lag, Rolling Window

Figure B.1: Mean Decrease in Accuracy I
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Figure B.2: Mean Decrease in Accuracy II
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Figure B.3: Mean Decrease in Accuracy III
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C
The Sharp Fall of 2008 Q4 - Details

First, we identify the variables which have the biggest impact on the 1
step ahead 2008 Q4 forecast using the LASSO and adaLASSO models selected
in Section 4.3. The results for both models are qualitatively the same, thereby
we present only the tables and figures relative to the adaLASSO specification.

Intercept

Oil Price Nom. Change

Lag 2

-0.02

-0.01

0.00

0 50 100 150 200

bx

Figure C.1: Regressors’ Impact on the 2008 Q4 Forecast for the adaLASSO
Model

Figure C.1 presents the result of this exercise. The lag 2 of nominal
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change in oil prices is a clear outlier. By removing it and repeating the same
exercise, we achieve a similar result with the lag 2 of real change in oil prices
having the biggest impact on the forecast. Both variables have a correlation of
0.9837.

Intercept

GreenBook Forecast 1Q Ahead Lag 1

Consumers' Inflation Expectation

Complete HS Lag 2

Consumers' Inflation Expectation

Some College Lag 2

-0.003

0.000

0.003

0.006

0 50 100 150 200

bx

Figure C.2: Regressors’ Impact on the 2008 Q4 Forecast for the adaLASSO
Model
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Figure C.3: Chosen adaLASSO Specification Predictive Performance With
Selected Variables

We remove both of them from the data set and perform the forecasting
procedure of Section 4. Figure C.2 show that after removing the oil prices
there is no clear outlier anymore. Figure C.3 exhibits the forecasting of the
adaLASSO model without the selected variables. As we remove the nominal
change in the price of oil at t − 2, and the real change in the price of oil at
t− 2, the model becomes unable to predict the sharp fall in 2008 Q4.

Moreover, we remove in addition to oil prices the gb_fcpi_1q_1d and
collect the forecasts for the studied time period. Figure C.4 presents the result.
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Figure C.4: Chosen adaLASSO Specification Predictive Performance With
Selected Variables

Lastly, we perform the aforementioned forecasting exercise with a simple
linear model using the change in nominal oil prices and GreenBook 1 quarter
ahead inflation expectations. Notwithstanding their impacts on the adaLASSO
specification forecast for 2008 Q4, the linear model is unable to predict the
sharp fall in 2008 Q4.
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Figure C.5: Linear Model Predictive Performance With Selected Variables

The results for the first method are not conclusive. Next, we present the
results of the second method described in Section 4.3.1 :
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Figure C.6: Models’ Specifications According to Number of Variables Utilized
I

From the total of 78 estimated models, we exhibit the 3 specifications
which have the best predictive performance for 2008 Q4 in Figure C.6. The
specification which minimizes the squared error uses 18 variables. The lag
2 changes in nominal- and real oil prices, and 1 quarter ahead GreenBook
inflation expectations are contained among them.

We also run the MCS procedure on the 78 created models’ squared errors
and collect the specifications associated with α = 0.95 and their forecasts. At
this α value, only the specification associated with 8 variables is selected. As
shown in Figure C.7, no model is able to predict the magnitude of 2008 Q4
disinflation.
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Figure C.7: Models’ Specifications According to Number of Variables Utilized
II

Lastly, we show the results of the third proposed procedure in Section
4.3.1. The selected model uses 16 variables for its estimation and its forecast
is represented in Figure C.8. The GreenBook 1 quarter ahead inflation expec-
tations and oil prices figure among the selected variables. but in general the
variables used in this method and in the second method are not the same.
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adaLASSO, Flexible, Expanding, 2 lags
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Figure C.8: adaLASSO Specification versus Selected Model

None of these data mining procedures generates conclusive results. All of
them in the end yields models’ specifications, which are not able to isolate a
particular effect or explanation for the adaLASSO model being able to predict
the fall in 2008 Q4.
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Computer Codes

All models are estimated in R using standard and well-established
packages. For the shrinkage models we use the glmnet and HDEconometrics
packages. For the RF models, we use the ranger package. For the SCAD
models, the ncvreg package. We follow the algorithm of Medeiros et al. (2019)
for the Model Confidence Set and UC-SV.

For all methods within the LASSO family, the penalty parameter is
selected using the Bayesian Information Criteria (BIC). As noted previously,
we set κ = 0.5 in the Elastic Net’s family models. For the RF models, each
individual tree is grown until there are only 5 observations in each leaf. The
number of bootstrap samples we use is 500.
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